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ABSTRACT   

Branch retinal artery occlusion (BRAO) is an ophthalmic emergency. Acute BRAO is a clinical manifestation of BRAO. 

Due to its various shapes, locations and the blurred boundary, the automatic segmentation of acute BRAO is very 

challenging. To tackle these problems, we propose a novel method based on deep learning for automatic acute BRAO 

segmentation in optical coherence tomography (OCT) image. In this method, a novel Bayes posterior attention network, 

named as BPANet, is proposed for precise segmentation of the lesion. Our major contributions include: (1) A novel 

Bayes posterior probability based spatial attention module is used to enhance the information of lesion region. (2) An 

effective max-pooling and average-pooling channel attention module is embedded into BPANet to improve the 

effectiveness of the feature extraction. The proposed method is evaluated on 472 OCT B-scan images with a 4-fold cross 

validation strategy. The mean and standard deviation of Dice similarity coefficient, true positive rate, accuracy and 

intersection over union are 85.48±1.75%, 88.84±1.19%, 98.63±0.48% and 76.88±2.92%, respectively. The primary 

results show the effectiveness of the proposed method.  

Keywords: Optical coherence tomography, acute branch retinal artery occlusion, Bayes posterior probability, channel 

attention 

 

1. INTRODUCTION  

Branch retinal artery occlusion (BRAO) is a potentially devastating visual disorder usually caused by closure of the 

vessel, which could lead to blindness [1]. Acute BRAO is a clinical manifestation of BRAO, which is characterized 

histopathologically by inner retinal edema [2]. The effective treatment for patients needs quantitative analysis of the 

lesion region. Therefore, the segmentation of acute BRAO has import clinical relevance. 

Recently, optical coherence tomography (OCT) is widely used in the auxiliary diagnosis and treatment of various retinal 

diseases, which could provide in vivo, cross-sectional image of retina [3]. Figure 1 is a 2D OCT B-scan image with acute 

BRAO, in which acute BRAO occurs in the inner retinal region with high intensity value. At present, most studies on 

BRAO are focused on its clinical analysis [4,5]. There are very few studies focused on its automatic segmentation and 

analysis. Our previous work proposed a Bayes posterior probability, graph search and graph cut based framework for 

automatic segmentation of BRAO [6]. 

In this paper, an automatic segmentation method for acute BRAO based on Bayes posterior probability and deep learning 

is proposed, which includes initial segmentation and precise segmentation. In the initial segmentation stage, the inner 

retinal region is extracted as the region of interest (ROI) by using dynamic planning algorithm. In the precise 

segmentation stage, a novel Bayes posterior attention network (named as BPANet) is proposed. A novel spatial attention 

mechanism named as Bayes spatial attention (BSA) module is proposed and embedded into the forefront of the BPANet 

to enhance and locate the lesion region in pixel-wise using Bayes posterior probability, which can help the network know 

where to look. Inspired by convolutional block attention module (CBAM) [7] and efficient channel attention (ECA) 

module [8], a novel channel attention module— max-pooling and average-pooling channel attention (MACA) module is 

proposed to improve the performance of encoder, making the network know what to look. 

* Corresponding author: E-mail: xjchen@suda.edu.cn. 
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Figure 1. Original OCT B-scan and acute BRAO. 

2. METHODS 

The overall structure of the proposed automatic acute BRAO segmentation method is shown in Figure 2, which mainly 

contains two parts: initial segmentation and precise segmentation. First, the dynamic planning algorithm is adopted to 

extract the inner retina region as the ROI in the initial segmentation stage. Then the novel proposed BPANet is adopted 

for the precise segmentation, which mainly consists of BSA module, encoder with MACA module and decoder. 

 

Figure 2. Flowchart of the proposed segmentation network. In initial segmentation, the inner retina region is extracted as the 

ROI. The precise segmentation network consists of three modules: BSA module, encoder with MACA module and decoder. 

2.1 Initial segmentation 

As shown in Figure 1, acute BRAO occurs in the inner retinal layers between Surface 1 and Surface 2. However, the 

overall intensity level of the outer retina region (between Surface 2 and Surface 3) is higher than that of the inner one, 

which is similar to the intensity of acute BRAO. In order to reduce the influence of outer retina region on acute BRAO 

segmentation, we extracted the inner retinal layer as ROI by referring to [9]. The cost function C, shown as Eq. (1), 

based on edge gradient is adopted and applied in the dynamic planning algorithm to find the Surface 1 and Surface 2. 
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where n is the selected path of the j' th column, N is the columns of the image graph, dE  is an edge-based cost, and λ is a 

regularization constant which determines the smoothness of the path. 

2.2 Precise segmentation-- Bayes posterior attention network 

To precisely segment acute BRAO, inspired by U-Net [10], we propose a novel Bayes posterior attention network 

(BPANet). As shown in Figure2, the proposed BPANet mainly contains three components: BSA module, encoder with 

MACA module and decoder. The extracted ROI from initial segmentation is fed to the BSA module to construct the 

input of the precise segmentation network. Four encoder layers are used to form the encoder of the network.  

Each encoder layer includes two 3×3 convolutions and a 2×2 max pooling operation with stride 2 for down sampling. 

Each convolutional kernel is followed by a rectified linear unit (ReLU). Besides, a MACA module is added behind each 

encoder layer to adjust the output feature map. 
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Figure 3. Diagram of BSA module. Bayes posterior probability is used to generate spatial attention to enhance the lesion 

region in this module. 

 

 

Figure 4. Diagram of MACA module. Average-pooling and max-pooling combine with a 1D convolution to generate 

channel attention map in this module. 

2.3 Bayes spatial attention module 

Inspired by spatial attention in CBAM [7], we design a Bayes spatial attention module based on Bayes posterior 

probability, which can enhance the lesion region in the ROI, as shown in Figure 3.  

According to the intensity value 
pI , we use Eq. (2) – (6) to calculate the posterior probability of being the object region 

for each pixel ix . Thus, we can get the probability distribution of pixels. 
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where S is the set of all the pixels ix . ix  is marked as either disease oI  or normal  nI . oR  represents the disease region, 

and nR  represents the normal region. ( )oP R , ( )nP R , ( )p oP I R , ( )p nP I R , are calculated based on the data from the 

training set respectively. 

Given an OCT B-scan F as input of BSA module. Firstly, the Bayes spatial attention map BSA  of F is generated by Eq. 

(2). The element 
,x yp  of BSA  is calculated according to the intensity value 

,x yI  in F. Second, the value of elements in 
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BSA  is normalized by multiplying 255 to [0, 255] to obtain the Bayes posterior probability attention graph BF . Third, F 

and BSA  are multiplied at the elemental level and the result image is enhanced by adaptive histogram equalization [11] to 

obtain the enhanced image EF . Finally, F,  EF  and BF  are concatenated in the channel direction. In the test stage, the 

Bayes posterior probability is calculated according to the data of the training set. 

The BSA module concatenates the information of the Bayesian posterior probability and the original image, and then 

fuses the information through convolution, helping the network attend to the lesion and learn the lesion feature. 

2.4 Max-pooling and average-pooling channel attention 

Figure 4 shows the details of max-pooling and average-pooling channel attention (MACA) module. In most channel 

attention, global average-pooling is widely used to aggregate global spatial information. Woo et al. [7] demonstrated that 

the combination of global average-pooling and max-pooling can improve the performance of channel attention. 

Therefore, we adopt average-pooling and max-pooling operations to generate two different spatial context descriptors. 

Inspired by ECA module [8], 1D convolution is adopted to properly conduct the interaction between adjacent channels 

and generate the channel weights without reducing the dimension. In addition, two different spatial context descriptors 

share the weights of 1D convolution. The output 1D channel attention map 1 1C

cA    of the MACA module can be 

calculated as: 

 ( 1 ( ( )) 1 ( ( )))cA C D AvgPool F C D MaxPool F= +  (7) 

where σ denotes the sigmoid function, C1D indicates 1D convolution. 

Denote C H WF   as the output feature map of an encoder layer. Finally, the input feature map F' of the next encoder 

layer can be represented as: 

 ' CF A F=   (8) 

where ⊗ denotes element-wise multiplication. 

3. RESULTS 

3.1 Data description and implementation details 

The proposed method performs four-fold cross validation on 472 2D retinal OCT B-scan images with acute BRAO. Each 

image has a size of 512×480. The retinal data is provided by the Joint Shantou International Eye Center. This study is 

approved by the Intuitional review board of Joint Shantou International Eye Center and adhered to the tenets of the 

Declaration of Helsinki. An experienced ophthalmologist was invited to manually label the disease areas as the ground 

truth. 

The proposed method is implemented on the publicly available Pytorch platform and OpenCV libraries. The loss for 

segmentation model is minimized by the Adam optimizer with an initial learning rate of 1e-3. The segmentation network 

is trained on Nvidia GTX1080. In the training process, the training images are resized to 256×256 and the batch size is 

set to 16. Besides, in order to prevent overfitting, random rotation and scaling are adopted to carry out online data 

augmentation. 

3.2 Evaluation metrics 

To comprehensively demonstrate the effectiveness of the proposed method, Dice coefficient (Dice), true positive rate 

(TPR), intersection over union (IoU) and accuracy (ACC) are employed to quantitatively analyze the experimental 

results. We use Eq. (9) – (12) to calculate Dice [12], IoU [13], TPR [6] and ACC [6] respectively. 
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where P and G are the predicted binary segmentation mask and ground truth binary mask separately, ,i ip P g G  ,  

and N is image size. TP, FP, TN, FN represent true positive, false positive, true negative and false negative respectively. 

3.3 Results 

The initial segmented ROIs are adopted to conduct experiments on different networks and attention modules. the original 

U-Net [10] is adopted as the baseline to prove the effectiveness of the proposed BSA module and MACA module. The 

ablation experiments and comparison experiments are conducted, the quantitative indicators and segmentation results are 

shown in Table 1 and Figure5, respectively. In addition, we also perform experiments to compare the segmentation 

performance with other excellent segmentation methods, including Attention U-Net [14], Seg-Net [15] and CE-Net [16]. 

As shown in Figure5, compared to the original U-Net, the proposed BPANet achieves better performance on small lesion 

segmentation as it can reduce the interference of normal regions with high intensity level such as retinal nerve fiber layer. 

As can be seen from Table 1, compared with other segmentation algorithms and modules [8,10,14,15,16,17], the proposed 

method has achieved best performance. Furthermore, the ablation experiment results listed in Table 1 indicates the 

effectiveness of the proposed BSA and MACA modules. 

 

(a)                                                  (b)                                                  (c)                                               (d)  

Figure 5. Results of acute BRAO segmentation. (a) Original images; (b) ground truth (red regions); (c) results of U-net; (d) 

results of the proposed method. 
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Table 1.  Segmentation results of different methods. 

Method Dice (%) TPR (%) IoU (%) ACC (%) 

Seg-Net 80.00±4.18 84.62±4.44 70.01±5.61 98.14±0.65 

Attention U-Net 82.67±2.52 88.68±0.68 73.90±4.19 98.42±0.64 

CE-Net 82.89±2.79 87.96±2.94 74.40±2.64 98.52±0.49 

U-Net (baseline) 81.74±3.53 85.68±3.48 72.78±4.78 98.34±0.53 

BSA + U-Net 83.11±2.38 86.15±2.25 74.19±3.54 98.53±0.42 

U-Net + MACA 83.29±2.50 87.00±1.49 74.38±3.43 98.47±0.46 

BSA + U-Net + SE [17]  84.93±1.94 87.78±2.11 76.14±3.24 98.60±0.45 

BSA + U-Net + ECA 84.46±2.02 87.11±1.67 75.86±3.16 98.62±0.45 

Our method 85.48±1.75 88.84±1.19 76.88±2.92 98.63±0.48 

 

4. CONCLUSIONS 

In this paper, we propose a novel Bayes posterior probability and deep learning-based method to accurately segment the 

acute BRAO in OCT images. The proposed method mainly consists of two stages: the inner retina region extraction 

based on dynamic planning algorithm and the precise segmentation by the proposed BPANet. The proposed method was 

evaluated on 472 OCT B-scans with a 4-fold cross validation strategy. The results show that, compared with other 

excellent algorithms, the proposed method has improved the segmentation performance significantly. 
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